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Abstract

This study examined the effects of Regional Trade Arrangements 
(RTAs) on Kenya’s export flows. Empirical analysis was carried out 
using a gravity model for Kenya’s trading partners in the East African 
Community (EAC) and Common Market for Eastern and Southern 
Africa (COMESA) between 1990 and 2008. Hausman Taylor Method 
(HTM) was the preferred estimation technique to Random Effects Model 
(REM) and Fixed Effects Model (FEM) because of its ability to deal with 
endogeneity problem, using internal instruments. This helps in avoiding 
the problem of bias due to invalid external instruments.

Kenya’s bilateral exports were positively affected by its productive 
capacity, absorptive capacity of its trading partners, and Kenya’s 
increased involvement in regional integration. Progression of COMESA 
from Preferential Trading Arrangement (PTA) to Free Trade Area (FTA) 
enhanced Kenya’s bilateral exports by 52.5 per cent. The problem on 
overlapping membership had no effect on Kenya’s exports. Policies to 
revitalize and accelerate economic growth in Kenya and its trading 
partners should be pursued. As distance variable has confirmed, Kenya 
needs to trade more with neighbouring countries. In particular, there is 
need to encourage development of key infrastructural sectors to reduce 
transaction costs, and also enourage active involvement of the country 
in regional integration efforts. Kenya can also choose to remain in EAC 
and avoid complications of being in more than one customs union, which 
is likely to raise the cost of doing business to traders. It is impractical 
for a country to belong to more than one customs union with differing 
Rules of Origin and tariff schedules.  
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1.	 Introduction

1.1	 Background Information 

Recent years have witnessed rapid growth in Regional Trade 
Arrangements (RTAs) in the world, a development that has come to 
be known as ‘new regionalism’. Nearly all countries now participate in 
at least one RTA (Yang and Gupta, 2005). This has been happening in 
spite of RTAs being second-best trade policies, after trade liberalization 
on a most-favoured nation (MFN) basis.   

RTAs are now a very prominent feature of the multilateral trading 
system. Some 421 RTAs had been notified to the General Agreement 
on Trade and Tariff/World Trade Organization (GATT/WTO) up to 
December 2008. Of these, 324 RTAs were notified under Article XXIV 
of the GATT 1947 or GATT 1994, 29 under the Enabling Clause, and 68 
under Article V of the General Agreement on Trade in Services (GATS). 
At that same date, 230 agreements were in force. There were 400 RTAs 
to be implemented by 2010. Of these RTAs, free trade agreements and 
partial scope agreements account for over 90 per cent, while customs 
unions account for less than 10 per cent.1  

This new regionalism is explained chiefly in terms of fear of 
exclusion from major markets (domino effect).2 This does not mean 
total exclusion but less favourable market access than other countries. 
Some countries have been motivated by a desire to achieve strategic 
linkages in the region and strengthen regional security arrangements 
(Tumbarello, 2006). A sequence of events; the failure to launch a 
round of multilateral trade talks in Seattle in 1999, their short-lived 
recovery after the Doha ministerial meeting in 2001, and an impulsive 
breakdown in Cancun in 2003, have all sparked a renewed enthusiasm 
for preferential arrangements (Yang and Gupta, 2005). This apparent 
failure in multilateralism, difficulties in penetrating developed 
countries’ markets, increased desire for collective bargaining power, 
new geopolitical realignments after the collapse of communism, and a 
shift towards export-led growth development strategies, have increased 
countries’ desire to get involved in RTAs. 

1 Sourced from http://www.wto.org/english/tratop_e/region_e/region_e.htm (accessed 
on 2/9/2009)
2 The desire to avoid the costs of being left-out and fear of exclusion provide incentives 
to join.
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Africa is home to some 30 RTAs, many of which are part of deeper 
regional integration schemes (Yang and Gupta, 2005). Proliferation of 
RTAs on the African continent started especially after the 1980 Lagos 
Plan of Action and the Abuja Treaty of 1990, which called for increased 
cooperation and integration in Africa. However, Southern Africa 
Customs Union (SACU) and the original East Africa Community (EAC) 
had existed prior to this period. It is anticipated that these RTAs will 
act as building blocs for further trade liberalization in the continent in 
pursuit of a broader objective of economic integration of the African 
continent.

The main trading blocs in Eastern and Southern Africa are the 
Common Market for Eastern and Southern Africa (COMESA), 
Southern African Development Community (SADC) and the East 
African Community (EAC). There has also been a proliferation of 
unilateral trade arrangements such as Everything but Arms (EBA)3 
and African Growth Opportunity Act (AGOA), and bilateral reciprocal 
arrangements such as the European Union (EU) with Egypt and South 
Africa, and Economic Partnership Agreements (EPAs) between EU 
and EAC. Such arrangements complicate regional integration in the 
African continent.

Kenya is a member of both the EAC and COMESA and is currently 
the leading exporter to both regional blocs (Appendix 1 and 2). A 
significant amount of Kenya’s exports also go to the EU market 
(Appendix 3). The COMESA region has been the leading destination 
of Kenya’s manufactured goods, contributing 31.4 per cent of the 
export share.4 COMESA was set up in 1994 and launched a FTA on 31 
October 2000, and with 11 countries participating in the FTA at the 

3 EBA is an initiative of the European Union (EU) granting duty-free access to 
imports of all products from the least developed countries (LDCs), except arms 
and ammunitions, without any quantitative restrictions (with the exception of 
bananas, sugar and rice for a limited period).
4 Most Kenyan exports to COMESA comprise of manufactured goods as 
opposed to primary products, thus enhancing diversification of Kenya’s 
manufacturing base. Dominating exports are petroleum products, sacks and 
bags, medicaments, tea and food products.
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time; Libya and Comoros joined in 2006.5 It currently has 19 member 
states, 14 of whom are in a FTA and the other 5 are working towards 
joining the FTA.6 The customs union was launched in June 2009, and 
there are plans to establish a common market by 2014 so as to deepen 
integration.  

After the collapse of the original EAC in 1977, EAC was revived in 
1999 and now has 5 member states following the entry of Rwanda and 
Burundi in July 2007. EAC implemented a customs union in January 
2005; Burundi and Rwanda have now joined it. The EAC common 
market protocol was signed on 20 November 2009 and is set to be 
implemented starting July 2010. This will coincide with the period 
within which internal tariffs are going to be eliminated. Plans are 
underway for the formation of COMESA-EAC-SADC tripartite FTA 
(CES FTA). This is meant to foster inter-regional trade among the three 
regional economic communities (RECs) through the reduction of trade 
barriers.

1.2	 Statement of the Problem

Kenya is an active participant in regional trade and the main exporter to 
both COMESA and EAC. The main motivation of engaging in regional 
trade is to overcome limitations of small and fragmented domestic 
market. 

Free trade involves mainly tariff liberalization, and one would 
expect Kenya to trade more with the COMESA and EAC member states. 
This is due to preferential trade arrangements and close proximity to 
trading partners, which arguably lowers transaction costs. In addition, 
both COMESA and EAC member states have been implementing 
mechanisms for eliminating non-tariff barriers (NTBs), so as to 
promote regional trade.7

Introduction

5 The 11 countries are Djibouti, Egypt, Kenya, Madagascar, Malawi, Mauritius, 
Sudan, Burundi, Rwanda, Zambia and Zimbabwe. FTA is a trading arrangement 
where import duty for goods originating from partner states is zero rated, but 
where each country decides the tariff rate to charge goods from outside the 
FTA.
6 The five countries are Uganda, Eritrea, DRC, Ethiopia and Swaziland.
7 The examples of NTBs include: anti-dumping measures, countervailing 
duties, sanitary and phyto-sanitary  measures, rules of origin, corruption, road 
blocs, cumbersome administrative and custom procedures, visa requirements, 
boarder controls, among others.
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The main problems of multiple memberships are the implementation 
of Common External Tariffs (CET) for EAC and COMESA, trade 
deflection and harmonization of programmes and policies.8 The 
outcome is that the cost of doing business increases, and further 
trade diversion effects may potentially arise.9 Government of Kenya 
recognizes the challenge of dealing with unfair competition posed by 
the flow of exports through another partner state that may belong to 
another trading bloc when the rules of origin (RoO) are not strictly 
enforced.10 This creates the need for an in-depth analysis of this pattern 
of trade, which is especially important now that there is a proposal 
for a merger of COMESA-EAC-SADC to form a tripartite FTA. If the 
merger is successful, it would increase member states to 26, hence a 
greater opportunity for export growth. The 26 member states of the 
proposed CES FTA has 527 million people and a GDP of 625 billion 
dollars, which is 57 per cent and 59 per cent of Africa’s population and 
GDP, respectively.

1.3	 Objectives of the Study

The main objective of the study is to examine the effects of RTAs on 
Kenya’s export flows. The specific objectives are:

	 (i) To establish the determinants of export flows between 	
	      Kenya, EAC and COMESA member states.

	 (ii) To determine the effects of overlapping membership in 	
	        regional integration on Kenya’s exports.

1.4	 Relevance of the Study 

Kenya, like many other developing countries, is involved in economic 
integration programmes to increase market access. Greater market size 
can expand opportunities for exporting products and lead to enterprise 

8 Trade deflection is the practice of deliberately exporting goods to one country 
through a transit country that is purportedly the country of destination.
9 Trade diversion means that a FTA diverts trade away from a more efficient 
supplier outside the FTA, towards a less efficient supplier within the FTA.
10 RoO are laws, regulations and administrative practices used to identify the 
country of origin of internationally traded goods. The most important function 
of RoO is to prevent trade deflection. 
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and employment growth. Economic integration by easing trade friction 
offers a great opportunity of fostering economic growth through growth 
of exports.11 Thus, identifying factors that promote or impede regional 
trade is important to policy makers in designing and implementing 
appropriate policies meant to make Kenya benefit more from RECs.

All African countries belong to at least two RTAs, which creates a 
‘spaghetti bowl’ complex.12 It is theoretically impossible for a country 
to belong to more than one customs union, unless they have the 
same CET. COMESA-EAC-SADC member states have recognized the 
challenge posed by multiple memberships in their effort to accelerate 
inter-regional economic integration, creating the need to harmonize 
and coordinate regional integration programmes so as to mitigate 
the problem. This study will provide an empirical analysis of the 
overlapping membership problem.

The study will give an insight into countries in which Kenya has 
less trade friction and therefore offers greater opportunity for exports 
growth through trade promotional activities, thus reduce the cost of 
trade promotion, since the returns are likely to be much higher. It 
will help the government to broaden and deepen the export base and 
markets as is expounded in the Ministry of Trade’s Strategic Plan 
(2008-2012).                                                     

11 In the case of this study, trade friction refers to all factors that impede trade 
or cause trade resistance.
12 Term developed by Bhagwati (1995). It is also called noodle bowl. This is 
caused by multiple (overlapping) membership problem.

Introduction
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2.	 Potential Benefits and Risks of RTAs 		
	 Initiatives

2.1	 Benefits of Regional Trade Areas

Regional trade areas (RTAs) play an important role in global trading 
system, especially with regard to easing or dismantling trade barriers 
and harmonizing rules governing trade. There are possibilities of 
expanding trade opportunities and benefits to member states if trade 
agreements are well designed. Regional trade areas can serve as a vehicle 
for dialogue and coordination on regional issues that are not part of the 
multilateral agenda, such as regulation, harmonization, infrastructure 
development, and collaboration among members to facilitate trade 
and transport. Proponents of regionalism contend that the multilateral 
system is unwieldy, and proliferating RTAs can accelerate global trade 
liberalization.

Through negotiations that happen during the formation of regional 
trade areas, developing countries (such as Kenya) can gain experience 
and experiment with trade liberalization on a limited scale.13 The 
commitments to liberalize trade contained in preferential trade areas 
(PTAs) can provide policy makers with an opportunity to commit to 
future policy reforms or to cement past policy reforms. Regional 
trade areas can also be a forum for improved diplomatic relations and 
increased non-trade economic integration to foster peace and stability 
(Edmonds and Verbiest, 2002). This can strengthen political ties 
between countries in the region. 

 
The lowering of trade barriers among bloc members may expose 

member economies to greater competitive pressures and open up 
larger markets for producers (Clarete et al., 2002). Trade liberalization 
effects in regional trade areas can offer domestic industries increased 
competition and improve the quality and quantity of inputs and goods 
available in the economy. Producers are also able to benefit from the 
greater market size created, which can then expand opportunities for 
exporting products, leading to employment creation. In the African 
countries’ context, regional trade areas are viewed as a training ground 
to prepare local industries for broad-based liberalization (Yang and 
Gupta, 2005).

13 For the purposes of this study, PTAs refer to RTAs; that is COMESA and EAC 
in which Kenya trades.
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2.2	 Risks of Regional Trade Areas

Regional trade areas as a discriminatory tool have harmful effects. In 
principle, PTAs are economically inferior to non-discriminatory trade 
liberalization on a MFN basis. There are risks that RTAs could, over 
time, turn into closed blocs. Regional trade areas could divert resources 
away from multilateral trade liberalization, both in the presence 
of limited administrative capacity, or because they are incorrectly 
perceived as a proxy for multilateral liberalization. This could thereby 
delay WTO negotiations and accession (Tumbarello, 2005). Political 
economy considerations also suggest that regional trade areas could 
create incentives for regional trade partners to lobby against any MFN-
based reforms that would reduce the value of their tariff preferences, 
thus undermining prospects for future broader trade reforms (Krueger, 
1995).

The proliferation of overlapping preferential agreements can 
create a ‘spaghetti bowl’ effect due to inconsistencies between various 
elements of the agreements, such as different schedules for phasing out 
tariffs, different RoO, exclusions, conflicting standards, and differences 
in rules dealing with anti-dumping and other regulations and policies. 
The more dimensions there are to the new agreements, the wider the 
scope for inconsistencies to emerge. 

14 A study on COMESA-EAC-SADC Tripartite Free Trade Area Roadmap carried 
out in 2009.

Potential benefits and risks of RTAs initiatives

Figure 1.1: “Spaghetti bowl” of COMESA/EAC/SADC

Source: African Centre for Economic Growth (ACEG)14 
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Proliferation of regional trade areas usually creates hubs (usually 
large economies) and spokes (usually small economies) trade system 
between countries. A hub can be described as a situation arising from 
the decision of an outside country to form a bilateral agreement with 
only one member of a multi-member pre-existing regional trade area. 
The inside country is called the hub. Under such an arrangement, even 
if tariffs were removed along each spoke, the spoke countries would 
still not have free access to each other’s market. They only access 
the hub. The favoured position of the hub will make it gain more 
compared to the spokes mainly because of preference market access to 
each spoke economy. Ongoing competitive (or ‘additive’) regionalism 
further strengthens such relationships, which tend to benefit the hub 
disproportionately more than the spokes because of differing RoO, 
product exclusions, non-trade issues, and trade investment diversion 
(Yang and Gupta, 2005). 
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3.	 Literature Review

3.1	 Theoretical Literature

There are three complementary approaches that can be used in assessing 
the effects of different trade policy arrangements, including RTAs: the 
use of computable general equilibrium (CGE) models; sectoral studies 
founded on partial equilibrium analysis, undertaken to go beyond the 
insights afforded by CGE work and provide greater sectoral detail and 
understanding; and the use of gravity models.

CGE models and sector studies complement each other in terms of 
their quantitative results. Quantification of the effects of trade policy 
changes is desirable in order to best assess the magnitude of effects, 
the trade-offs and benefits/costs to different policy alternatives. CGE 
model simulation is applied in ex-ante analysis. It takes cross-sectional 
data from a single base period, not only for trade but also production, 
and consumption, and imposes a detailed theoretical structure on the 
interactions between different data elements. CGE models can also 
be used to consider the effect of existing arrangements through back 
casting the model, or by using a past equilibrium and projecting forward 
in the absence of policy changes to try and capture what the economy 
in question might have looked like without intervention (Gilbert et al., 
2001).

The use of CGE models for policy simulations has advantages and 
disadvantages (Tyler, 2006). The advantages include the following: 
first, CGE models are based upon solid microeconomic theoretical 
foundations. Second, they are complete in that they model the entire 
economy and can be used to capture and estimate total effects, 
taking into account interdependencies and linkages embedded in the 
functioning of the economy. Third, CGE models generate quantifiable 
results for the impact of policy changes, including output, resource 
allocation, and welfare. Income distributional implications can also be 
simulated. Fourth, since policy impacts are quantitatively estimated, 
analyses of alternative policy packages can be assessed and ranked in 
a consistent framework. Fifth, CGE models are well suited to analyze 
major policy changes as opposed to minor or marginal changes.

The disadvantages include: first, CGE models require massive and 
detailed data inputs, building upon an elaborate social accounting matrix 
framework, including household consumer surveys, national account 
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information, fiscal data, trade flow and restriction information among 
others, for the multiple regions (or countries) being modelled. Second, 
the aggregation in CGE models, normally mandated by data limitation 
considerations, may mask important effects in any simulation. Third, 
the more elaborate and detailed CGE model, the more likely it is to 
become a black box for which result interpretation is difficult. Fourth, 
there is no time dimension in a CGE model. The supposition is that with 
the imposed shock (for example policy change), the economy moves 
from one equilibrium to another. Fifth, there is no financial sector 
in most CGE models. Sixth, and very importantly, despite efforts to 
dynamize CGE models, they are essentially comparative static models. 

The gravity approach is used in ex-post analysis to confirm the 
presence of trade creation/diversion after the agreements have been 
put in place. This approach utilizes a cross-section of bilateral trade 
data and attempts to estimate a ‘normal’ trade pattern.  This technique 
can provide useful information on trade effects of RTAs, especially 
when the cross sections are available for several time periods (Gilbert 
et al., 2001). 

Gravity model, which dominates ex-post trade analysis, will thus be 
used in this study. The model is based on the idea that trade between 
two countries is analogous to the gravitational force exerted between 
two objects. Gravity model hypothesizes that the larger, the richer (in 
terms of Gross Domestic Product (GDP)/GDP per capita), and the 
closer two countries are, the more they trade. Standard gravity factors 
explain about two-thirds of the variation in global trade, leaving only 
one third to be explained by other trade factors (Ciuriak and Kinjo, n.d).

According to Medvedev (2006), the gravity model approach 
has enjoyed continued popularity due to its two major advantages: 
ease of implementation, and superior empirical performance. Data 
requirements of the traditional model are low and rely on widely available 
information, while the estimation procedure is straightforward through 
ordinary least squares (OLS) or generalized least squares (GLS). With 
regard to the second advantage, the empirical success of gravity models 
in forecasting the volumes of bilateral trade is well-documented. 
Rose (2002) notes that the gravity-estimated elasticities of trade with 
respect to both income and distance are consistently signed correctly, 
economically large, and statistically significant in an equation that 
explains a reasonable proportion of the cross-country variation in trade.
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In addition, the argument that gravity models cannot clearly trace 
the links between trade policy and changes in trade flows does not 
disprove the validity of the gravity equation as long as one interprets 
the PTA coefficient(s) as the ex-post total effect on trade, reflecting not 
only the tariff reduction clauses of a PTA, but also other provisions that 
may enhance or diminish the liberalization potential of an agreement 
along with possible implementation problems.

There are five levels of regional integration schemes. First, the most 
basic is PTA, where member states offer each other favourable terms 
of trade through lower tariff and NTBs compared to third countries. 
Second, FTA, where trading partners eliminate all barriers to trade with 
member states, but where each country is free to elect its own protective 
measures against imports from third parties. Third, a custom union 
where countries in addition to FTA, adopt a CET on imports from third 
parties. Fourth, a common market which is a FTA with free movement 
of factors of production. Finally, the economic and monetary union that 
incorporates features of a common market, plus common supranational 
or inter-governmental policy making body. It is at this stage that RTA 
adopts a common currency and a common central bank, for example 
the EU.

3.2	 Empirical Literature Review

For nearly half a century, the ‘gravity equation’ has been used to explain 
currency unions, language and other measures of trade costs in bilateral 
trade flows. Clarete et al. (2002) studied Asian regionalism and its 
effects on trade in the 1980s and 1990s. Gravity model, augmented 
with several sets of dummy variables, was used to estimate the effect of 
various PTAs on trade flows within and across membership groupings, 
as well as the effect of PTAs on members’ trade with Asian countries. The 
study showed that PTAs had augmented trade in Asia. Srinivasan and 
Archana (2008) sought to find out the impact of RTAs/PTAs on India’s 
trade flows using a gravity model. Greater distances reduced bilateral 
trade, while larger GDP and population enhanced trade. Language was 
also a significant determining factor. Tariff of the importing countries 
affected India’s export flows negatively. 

Researchers have applied the sectoral gravity model to explain 
bilateral trade flows. For example, Makochekanwa and Jordaan 
(n.d.) applied it in Botswana’s five export sectors to characterize the 
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peculiarity of its trade patterns. Results showed that of the five sectors 
investigated, diamond and textile sectors’ export trade followed a 
product differentiation model. The Heckscher-Ohlin (H-O) model 
underpinned exports in vehicle/automotive, copper, nickel and mate, 
and meat export sectors. The study also revealed that specific trade 
arrangements positively affected Botswana’s trade sectoral exports to 
its trade partners.

Other studies have sought to establish whether RTAs have been 
trade creating or diverting. Ismail et al. (2007) investigated the effect 
of trade creation and trade diversion in the Association of South East 
Asian Nations (ASEAN) using a gravity model. The study found GDP, 
population, relative endowment, distance and common language as 
the main determinants of bilateral trade in ASEAN. The Association 
of South East Asian Nations dummies used to measure intra-ASEAN 
trade indicated that there was trade creation among the five ASEAN 
members. A further examination revealed that trade creation among the 
ASEAN was enhanced after the establishment of ASEAN FTA (AFTA). 
There was no evidence of trade diversion in pre-FTA analysis, but there 
was strong evidence of this during the post-AFTA period.

A study by DeRosa (2007) examined “new” evidence from the gravity 
model that indicated that majority of PTAs today are predominantly 
trade-creating. This is achieved after using a variant of the gravity 
model formulated by Rose (2004) and applies up to date regression 
data using a variety of econometric methods, including the Tobit 
regression method.

Using a number of gravity models, Tumbarello (2006) studied 
Mekong countries to establish whether RTAs always promote faster 
growth in overall trade or they discourage trade with non-members, 
and whether they lead to trade creation or trade diversion. The study 
showed that RTAs in Asia appeared not to have led to trade diversion, 
probably because regional integration in Asia followed a long period of 
unilateral liberalization during the 1980s and 1990s, and also only a 
limited amount of intra-ASEAN trade had been carried out under AFTA 
preferences. The results further suggested that the number of RTAs in 
Asia, especially ASEAN and Asian-Pacific Economic Cooperation forum 
(APEC), showed a higher degree of openness vis-à-vis the rest of the 
world than other members of RTAs outside the region.

Roberts (2004) sought to find out the policy implications for both 
the proposed China-AFTA and the Multilateral Trade System by way 
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of trade diversion and trade creation, and the possible effects on the 
economic welfare of integrating and non-integrating members. The 
results of the gravity model exhibited a good fit in explaining trade flows 
within China-FTA. Further, the results of the model proved that the 
China-FTA economies would have to map out policies and strategies 
to bring about convergence in their income levels, should maximum 
benefits be expected from the proposed FTA. On the multilateral trading 
environment, the model revealed an insignificant effect in terms of 
potential trade creation that could result from the integration.

Studies have also tried to address the shortcomings of the 
gravity model; that is its inability to take into account comparative 
advantage which still forms the bedrock of economists’ understanding 
of international trade. One such study was by Ciuriak and Kinjo 
(n.d.) who used a trade specialization index to capture the degree of 
complementarity among trading partners. Trade specialization index 
distinguished countries that were generally believed to be ‘most similar’ 
from those that were believed to be ‘most different’. The explanatory 
power of the gravity equation was good, comparing well with other 
established variables, and it improved the gravity equation.

Investigations of the effects of RTAs have not been limited to the use 
of gravity models; CGE models have also been applied. Tyler (2006) 
sought to analyze the effects of various types of trade integration of the 
Americans and various forms of diverse trading arrangements such as 
the Southern Common Market (MERCOSUL), North American FTA 
(NAFTA), the proposed FTA of the Americas (FTAA), Central America 
FTA (CAFTA), and the United States bilateral FTAs with different 
countries, among others, using a CGE model. In general, the analytical 
findings were that FTAA would bring greater benefits to its members 
than bilateral FTAs, but a successful Doha Round could bring even 
greater welfare improvements for Western hemisphere countries.

Researchers have also used gravity and CGE models to investigate 
the effects of RTAs. Innwon and Soonchan (2008) applied an ex-ante 
simulation approach and an ex-post econometric approach. Gravity 
regression analysis was used to quantitatively estimate trade effects of 
customs unions and FTAs. In general, the study found that a customs 
union was a superior type of RTA to an FTA in terms of creating more 
intra-union trade. In addition to analyzing the trade effects of RTAs 
according to type, the study quantitatively evaluated the welfare and 
output effects of customs unions for East Asia (ASEAN+3 and China-



Effects of regional trade arrangements on Kenya’s export flows

14

Japan-Korea customs unions) compared to FTAs by applying a CGE 
model analysis. The East Asian customs unions adopted a system 
of CET based on simple-averaged, import weighted, consumption-
weighted, and minimum rates. Overall, the ASEAN+3 customs union 
with the minimum CET was the most desirable type of RTA for both 
East Asian member countries and the world economy as a whole.

Using a CGE model, Innwon (2006) quantitatively evaluated the 
effects different paths have on East Asian RTAs. The study found that 
the static effect of the proposed East Asian RTAs on world and members’ 
welfare was sufficiently positive and would lead to non-discriminatory 
global free trade. This was by triggering the domino effect of regionalism 
over time, if the RTAs take an expansionary path by cooperating with 
each other, in contrast to competing to achieve the first mover advantage, 
or hub-self-interest. Also, higher positive welfare and output gains were 
associated with original members of existing RTAs. Additional positive 
trade creation effects arose for original members as associated RTAs. 
Finally, welfare and output gains were in an uneven distribution for a 
hub relative to smaller or even negative gains for spokes. 

A study by Agbodji (2008) evaluated the impact of PTAs and the 
monetary union on bilateral trade between Western Africa Economic 
and Monetary Union (UEMOA) member countries, using a dynamic 
gravity model. Membership in a common monetary zone and the 
implementation of common economic reforms had a significant effect 
on bilateral trade within the zone, although more was in terms of 
creating trade. Furthermore, economic policy distortions that fostered 
informal trans-border trade had a negative effect on trade within the 
region. 

Bhattacharya and Wolde (2010) estimated a gravity model for Middle 
East and North Africa (MENA) countries to find out whether trade 
volumes were significantly lower than what would be expected given 
their economic, cultural and geographical characteristics. The standard 
gravity model variables could not explain a significant part of MENA 
trade performance, especially on exports. When these variables were 
augmented with variables from the World Bank’s Business Enterprise 
Surveys, transport and customs inefficiencies were found to be the most 
important factors responsible for underperformance in trade.
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3.3	 Synthesis of Literature

There are two main approaches of analyzing the effects of RTAs; that 
is, CGE and gravity model approaches for ex-ante and ex-post trade 
analysis, respectively. Since the current study is an ex-post one, gravity 
model was preferred. Further, the gravity model is highly acclaimed 
for its simplicity and empirical robustness (Roberts, 2004). Empirical 
literature has revealed that gravity model approach is a popular tool and 
has been used widely by researchers in analyzing the effects of RTAs. 
There is lack of empirical evidence on the effects of RTAs on Kenya’s 
export flows.
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4.	 Methodology

4.1	 Theoretical Framework

Gravity model use the concept of gravitational force borrowed from 
Newton’s gravitational theory to explain the volume of trade, capital 
flows, and migration among countries of the world. Newton’s theory 
postulates that the force of attraction between two separate entities i 
and j is positively related to entities’ respective masses and inversely 
related to the square of distance between the objects as shown in 
equation 1.

	  
................................................................................(1)

Where Fij=gravitational force between i and j, Mi Mj=masses, 
Dij=Distance between i and j, and G=gravitational constant.

In the gravity model of international trade, gravitational force in 
Newton’s law is replaced by trade flows or exports from country i to j, 
while GDP is used as a proxy for a country’s mass, and distance is often 
measured using ‘great circle’ calculations in accordance with equation 
1. Gravity model of international trade between countries is represented 
by equation 2.  

 
                                  ............................................................................(2)

Where Xij=exports (in value) between country i and j, K=gravitational 
constant, Yij=economic size (GDP or population) for country i and j, 
Tij=trade costs between country i and j. If α=β=1 and θ=2, we get the 
Newton’s law.

Equation 2 can be converted into a log-log form as presented in equation 
3.
 
 .................................................(3)

where         denotes other factors that positively or negatively affect 
export flows, while is the stochastic term.

Trade between two countries is positively affected by the economic 
mass of trading partners and inversely related to distance between 
them. Additional variables such as physical area, population, indicators 
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of cultural affinity, and sharing contiguous boarders are usually added 
to empirical gravity models to elaborate on the ‘economic mass’ and 
distance variables (Clarete et al., 2002).

Application of the gravity model in the context of international trade 
was for the first time independently done by Tinbergen (1962) and 
Poyhonen (1963), who did not make any attempt to justify it theoretically 
but referred to a simple analogy of physics (Makochekanwa and 
Jordaan, n.d.). Trade theorists have attempted to connect the gravity 
model to key elements in trade theory. The standard assumption of the 
Heckscher Ohlin (H-O) model that prices of traded goods are the same 
in each country has proved to be faulty due to the presence of what trade 
economists call ‘border effects’. Accounting for these costs requires 
prices of traded goods to differ among the countries of the world. 

A first attempt was made by Anderson (1979) to derive a gravity 
model from a linear model of expenditures using Armington assumption 
(that is, goods differentiated by country of origin). By specifying 
demand in these terms, Anderson helped to explain the presence of 
income variables in the gravity model, as well as their multiplicative 
(or log-log form). Later on, Bergstrand (1985) addressed the role of 
multilateral prices. Another attempt was made by Helpman (1987) and 
Bergstrand (1989) using monopolistic competition model approach. 
Here, the product differentiation by country of origin approach was 
replaced by product differentiation among producing firms, and the 
empirical success of the gravity model considered to be supportive 
of the monopolistic competition of intra-industry trade. Bergstrand 
(1990) built on the work of Anderson and monopolistic competition, 
but used existing price indexes instead of those derived through theory. 

However, Deardorff (1995) showed that the gravity model could 
be derived from the H-O model based on comparative advantage and 
perfect competition if it is properly considered. According to him, 
absence of all barriers to trade in homogenous product causes producers 
and consumers to be indifferent to the trading partners, both domestic 
and foreign, so long as they buy or sell the desired goods. Based on this 
assumption, he derived the expected trade flows that correspond exactly 
to the simple frictionless gravity equation, whenever preferences are 
identical (Makochekanwa and Jordaan, n.d.). 

Methodology
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Anderson and van Wincoop (2003) enhanced the theoretical 
foundations of the gravity model equation to emphasize the importance 
of accounting properly for the endogeneity of prices. Though elegant, 
the model assumed symmetric bilateral trade costs to generate an 
estimable set of structural equations (Bergstrand et al., 2007). The most 
recent attempt was by Helpman et al. (2008), who derived the gravity 
equation from heterogeneous firm model of trade (ARTNet, 2008). 

According to the generalized gravity model of trade, the volume of 
exports between pairs of countries Xij is a function of their incomes 
(GDPs), population, geographical distance and a set of dummies. The 
general gravity model is specified as:
 

 .................................(4)

Where Yi (Yj) represents the GDP of the exporter (importer), Ni 

(Nj) are the populations of the exporter (importer), Dij measures 
the distance between the two countries’ capitals, and Aij represents 
other factors that could aid or impede trade between countries,                                                                                                                                       

 is a vector of dummies, and              is the error term. 

Equation 4 requires to be converted into a log-log form before 
estimation. The GDP of the exporting country measures productive 
capacity, while that of the importing country measures absorptive 
capacity. A positive relationship is expected between GDP and trade 
flows due to productivity and absorptive capacity on exports. Population 
in the gravity model is used as a measure of country size. Countries 
with a large population tend to be more inwardly oriented than smaller 
countries, because they are better able to exploit economies of scale 
in their large domestic market (Frankel, 1997 cited in Clarete et al., 
2002). Thus, an inverse relationship is expected between population 
and trade flows. Distance (in kilometres between Kenya’s capital city 
and that of trading partner) between two countries is an important 
factor in determining geographic pattern of trade and is used as a proxy 
for transaction costs. Trade will be meaningful to a country if gains 
from trade are higher than the costs incurred in realizing those gains. 
The larger the distance, the higher the transaction costs. A negative 
relationship is expected between trade flows and distance. Beyond 
some distance, transaction costs may be such that trade does not occur 
at all.
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4.2	 Model Specification

Empirical model that was used closely followed the one used by Gilbert 
et al., 2001). The model finds out whether RTA membership was more 
likely to produce trade creation or trade diversion (this was carried out 
using dummy variables to capture participation in RTAs). A sample of 
20 countries (Kenya included) belonging to either COMESA or EAC 
or both were included in the study. The study period was from 1990 
to 2008 to enable capturing of pre- and post- FTA trade liberalization 
periods.

Empirical model used in this study was specified as follows:
 
 ........(5) 
 

Where Ln denotes variables in natural logs, αij  is a constant, GDPij is 
for country i and j, PoPj is the population for country j, PCiPCj is the 
product of per capita income for country i and j, |PCi-PCj| is the absolute 
per capita income difference for country i and j, and Dij is the distance 
from i to j. Four dummy variables were introduced, that is: COMPTA, 
COMFTA, EACCU and OVLP representing COMESA PTA, COMESA 
FTA, EAC customs union, and overlapping membership, respectively. 
These variables were meant to capture the effects of RTAs. Time dummy 
(T) was meant to capture the effects of time. An F-test was carried out 
to find out whether time was jointly significant in determining export 
flows. The null hypothesis was that time dummies were not jointly 
significant, if the null hypothesis was rejected, meaning that time was 
important and should be included in the regression. The error term was 
decomposed into        which denoted the unobservable individual 
specific effect, with vij being the stochastic error term that 
changes across time and cross-section.

The expected signs of Dij, PoPij and GDPiGDPj remain the same as 
explained in equation 4.16 Per capita income (PC) enters the gravity 
equation as the product of bilateral per-capita GDPs and as absolute 

16 GDP is in multiplicative form. The logic behind this is that there should be 
a simultaneous growth in incomes for both the importing and the exporting 
country. Exporting country income would reflect productive capacity, while 
importing country reflects the absorptive capacity. Their incomes have to grow 
together; for example, if the income of Kenya is increasing and that of trading 
partner falling, then the ability of the trading partner to import will fall. This 
will negatively affect bilateral exports.
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value of the difference. The former can be thought of as capturing the 
importance of wealth (as opposed to size) as a determinant of trade, 
and it is expected to be positively related to exports. The latter can 
be thought of as capturing the importance of differences between 
economies as emphasized in the H-O type models (Gilbert et al., 
2001).17 The coefficients of variables in logarithmic form are interpreted 
as elasticities; that is, proportionate change in Xij due to a 1 per cent 
change in these variables.

The first dummy variable takes the value of one when the two 
countries are both members of COMESA PTA and zero otherwise. 
The second dummy variable takes the value of one if both countries 
are members of COMESA FTA and zero otherwise. The third dummy 
variable takes the value of one if both countries belong to the EAC 
customs union and zero otherwise. The final dummy (OVLP) takes the 
value of one if a trading partner belongs to more than one regional bloc 
at a given point in time and zero otherwise.18 A positive coefficient is 
expected for COMPTA, COMFTA and EACCU dummies. The coefficient 
of OVLP dummy is expected to be indeterminate because belonging to 
more than one trading bloc could result to increased export volumes 
due to an expanded market or reduction of export volumes caused by 
complications associated with overlapping membership. There is no 
hypothesized relationship between time and trade flows.

4.3	 Estimation Procedure

The study estimated a gravity model using panel data econometrics 
techniques. Panel data estimation technique has several advantages 
over cross-section analysis. It may be possible to reveal dynamics that 
are difficult to detect with cross-sectional data. It is possible to monitor 
unobservable trade-partners-pair’s individual effects, and it allows 
capturing of the overall business cycle phenomenon, which is key in 
international macroeconomics. 

17 Some other studies, for example Rober (2004), used absolute per-capita 
differences to test for the Linder hypothesis, which states that the more similar 
the demand structure of the two countries, the higher the potential for trade 
between these two countries. Linder argued that the hypothesis was more 
applicable to developed and not developing countries, since developed countries 
produced highly tradable goods. If the Linder hypothesis is supported by the 
data of this analysis, then the coefficient on this variable should be negative and 
statistically significant.
18 Regional blocs considered are COMESA, SADC and the EAC.
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Should the individual specific effects be omitted, OLS estimates 
will be biased if individual specific effects are correlated with the 
regressors. When carrying out estimations, one may assume that there 
are no individual country-specific effects present in the panel, or that 
country specific effects are present. Estimation of individual country- 
specific effects can be carried out by either Fixed Effects Model (FEM) 
or Random Effects Model (REM). One has to choose the method before 
embarking on estimation. Hausman specification test was used to 
check which model is more efficient for this study. The null hypothesis 
of the test is that there is no correlation between the individual effects 
and the regressors. 

Under FEM, trade effects of variables that are time invariant and 
whose values do not change over time cannot be directly estimated 
because inherent transformation wipes out such variables. However, 
the effects of these variables can be easily estimated in an auxiliary 
regression that involves running another equation with the estimated 
individual effects for each country as the dependent variable, and the 
time invariant variables, but which vary across countries (distances in 
the case of this study) regressors as specified in equation 6. This method 
was proposed by Cheng and Wall (2005) and involves estimating the 
following supporting regression equation.

 
 .................................................................................(6)

Individual effects (IE) are estimated from the main regression. 
REM has the advantage of allowing us to estimate parameters for time-
invariant regressors, which may be of policy relevance. However, we 
cannot interpret the coefficients for the unobserved heterogeneity. 
The existence of a potential correlation between the unobservable 
characteristics and a set of the explanatory variables introduces the risk 
of obtaining biased estimates. FEM has two major limitations: the time 
invariant variables are dropped during regression; and FEM ignores 
variations across individuals, which may or may not be correlated with 
the explanatory variables, a problem that is usually solved by using 
instrumental variables (IV). 

A superior method to both the FEM and REM that can estimate 
time invariant variables and address the problem of endogeneity was 
proposed by Hausman and Taylor (1981) and is called Hausman Taylor 

0 1ij ij iIE Dα α µ= + +
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Method (HTM). The source of potential endogeneity bias in gravity 
model estimations is the unobserved individual heterogeneity (Rault 
et al., 2008). Unlike the conventional IV method that uses external 
instruments, HTM uses variables that are specified in a regression 
equation as instruments to solve the problem of endogeneity. This 
makes it possible to eliminate the correlation between the explanatory 
variables and the unobserved individual effects that undermine the 
appropriateness of the REM in the gravity model context (Keith, 2006). 
Another advantage of HTM over IV regression is that it is usually 
difficult to find variables not specified in an equation that can serve as 
valid instruments for endogenous regressors. If the instruments are 
weak, precision of IV regression results is greatly undermined and can 
be lower than those of OLS (Baum, 2007).

Therefore, HTM results were used to draw conclusions and policy 
recommendations for this study. Following Greene (2002), HTM 
specification of the gravity model takes the following form:

 
.........................(7)
 

Where                 and ui contain all individual country 
specific effects not included in the model. All individual effects denoted 
by Zi are observed. Hausman and Taylor defined four sets of observed 
variables in the model:

X1it is K1 variables that are time varying and uncorrelated with ui;
Z1i is L1 variables that are time invariant and uncorrelated with ui;
X2it is K2 variables that are time varying and correlated with ui;
Z2i is L2 variables that are time invariant and are correlated with ui.

According to HTM, those variables (X2it) that are time varying and 
correlated with ui are instrumented by the deviation from individual 
means, while Z2i variables are time invariant but correlated with ui and 
are instrumented by the average of X1it regressors. The presence of Z2i and 
X1it is the cause of biased results of the REM. Hausman and Taylor did 
not give a criterion for selecting variables that are to be instrumented, 
and one has to use economic intuition to identify those variables that 
are likely to cause endogeneity. 

From equation 5, X2it variables are GDPij and |PCi-PCj| and regional 
integration dummies. GDPij cannot be regarded as exogenous since 
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trade increases income (Frankel and Rose, 2002). They thus state 
‘interpreting a significant correlation between trade and growth as 
implying causality from the former to the latter is potentially problematic 
because of the serious problem of simultaneity bias’. McPherson and 
Trumbull (n.d.) also argue that Linder variable (absolute difference 
in per capita income), that is |PCi-PCj|), is also a potential source of 
endogeneity. This is because countries with similar wealth levels could 
have similar demographic, geographical, or cultural aspects, which 
are included in ui. Furthermore, this variable could be correlated with 
the level of development of infrastructure, consumer preferences and 
ability to obtain hard currency.

Membership to the regional economic blocs is also likely to cause 
endogeneity. Countries that trade more have a higher probability of 
trading more (Toubal, 2006). In this case, COMPTA, COMFTA and 
EACCU are likely to cause endogeneity. 

Another potential problem when dealing with pooled dataset 
that has cross-sectional and time-series elements is autocorrelation. 
This is dealt with through the covariance method; that is, specifying 
an additional annual dummy variable for all years but the first. This 
technique can also be interpreted as controlling for the growth and 
inflation in the world economy (Gilbert et al., 2001).

4.4	 Diagnostic Tests

4.4.1	 Test for multicollinearity

Presence of multicollinearity can be detected by use of Variance 
Inflation Factor (VIF) or tolerance (1/VIF). Tolerances close to 1 means 
that there is little multicollinearity, while a high VIF is an indication of 
serious multicollinearity. The rule of the thumb while using VIF is that 
if it exceeds 10, multicollinearity is a serious problem. VIF results are 
presented in Table 4.1.

From Table 4.1, VIF was 2.16, indicating that multicollinearity was 
not a serious problem. Using tolerance, individual variables that have 
elements of multicollinearity are POP and GDP. 
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4.4.2	 Detecting heteroskedasticity

This was carried out using Breusch-Pagan/Cook-Weisberg test. The 
null hypothesis is that the residuals are homoskedastic. The statistic  
distributed as a Chi-Square (X2) and a high value of the X2 statistic 
(or a low p-value) allows one to reject the null hypothesis, implying 
there is the problem of heteroskedasticity. In our case, X2 =84.98 and 
a Prob>X2=0.00, thus the null hypothesis is rejected, meaning that 
the dataset has a problem of heteroskedasticity. Due to the presence 
of heteroskedasticity in the regression results, robust standard errors 
were used to correct the problem. Robust standard errors relax OLS 
assumptions that the errors are independent and identically distributed. 
Robust standard errors in the presence of heteroskedasticity are more 
trustworthy.

4.5	 Data and Data Sources

Data on exports (US$) between Kenya and her trading partners 
was obtained from UN COMTRADE database. Data on population 
(millions), GDP, per capita income (both in US$ millions) was obtained 
from International Monetary Fund’s (IMF) World Economic Outlook 
database. GDP and GDP per capita are in purchasing power parity (PPP) 
terms, which allow avoidance of having arbitrary temporary movements 
in exchange rates that exert undue influence over the results (Gilbert et 
al., 2001). Data on distance was obtained from www.timeanddate.com 
and was in kilometres. 

Variable VIF 1/VIF

Ln population 4.07 0.25

Ln GDP*GDP 3.93 0.25

Ln distance 2.19 0.46

Ln per capita difference 1.90 0.53

COMESA PTA 1.77 0.57

Overlapping 
membership

1.73 0.58

EAC customs union 1.41 0.71

COMESA FTA 1.41 0.71

Ln product of per capita 1.06 0.94

Mean VIF 2.16

Source: Author’s own computation

Table 4.1: Variance inflation factor results   
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5.	 Empirical Results and Discussions

5.1	 Descriptive Statistics

Table 5.1 shows that exports, product of GDP, population, product of 
per capita incomes, absolute per capita income difference, distance, 
COMESA PTA and FTA, EAC CU, and overlapping membership averaged 
4.53e+07; 1,104.62; 17.80; 3,674,104; 2,068.87; 1,927.84; 0.40; 0.24; 
0.03 and 0.06, respectively. Some variables such as exports and product 
of per capita incomes seem to have a high standard deviation. However, 
a standard deviation can be considered to be high if it is the mean value 
severally. This is not the case for these two variables. 

5.2	 Panel Regression Results 

Before deciding whether to use REM or FEM, Hausman test must be 
carried out. A large and significant Hausman statistic would mean that 
we reject the null that the two methods are the same in favour of the 
alternative hypothesis. FEM is appropriate and REM is not. Hausman 
test statistic was 4.49 with a Prob of 0.8107, meaning that REM was 
appropriate for the study. 

As was previously explained, results of this study are based on 
HTM. However, for the purposes of comparison, pooled OLS, REM 
and FEM results have been presented. All coefficients of variables 
included in the study had the expected signs but not all of them 
were significant (Table 5.2). The time variable was dropped from the  

 
 Variable Observation Mean Std. Dev Min Max

X 361 4.53e+07 9.64e+07 0.00 7.88e+08

GDPi*GDPj 361 1104.62 2820.91 9.87 26739.88

POP 361 17.80 20.47 0.07 79.18

PCiPCj 357 3674104 5873495 1154.8 3 3.75e+07

|PCi-PCj| 329 2068.87 3654.91 14.9 20196.67

DIS 361 1927.84 1006.29 503 4530

COMPTA 361 0.40 0.49 0 1

COMFTA 361 0.24 0.43 0 1

EACCU 361 0.03 0.18 0 1

OVLP 361 0.06 0.24 0 1

Table 5.1: Descriptive statistics

Source: Author’s computation
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regressions because an F-test showed that time dummies were jointly 
insignificant.                                                                                                                                                                                                                                                                                 

The coefficient on the logs of product of trading partners’ GDP was 
positive and significant. This means that growth of Kenya and her 
trading partners’ income is important in enhancing Kenya’s bilateral 
exports. 

Estimator Pooled OLS REM FEM HTM 

Dependent Variable

Product of GDP for country i & j 0.61*** 
(4.91)

0.80*** 
(4.33)

0.56*  
(2.60)

0.78*** 
(4.17)

Product of per capita incomes for 
country i & j

-0.01 
(-0.07)

0.01 
(0.17)

0.01 
(0.30)

0.01 
(0.24)

Absolute difference in per capita 
income for country i & j

-0.08  
(-1.09)

-0.02 
(-0.19)

-0.05 
-0.02

(-0.09)

Distance between country i & j -2.68***  
(-12.10)

-2.98*** 
(-3.68)

-1.61***19 

(-4.59)
-2.72*** 
(-1.76)

Population of country j 0.02 
(0.17)

0.06 
(0.17)

2.00***  
(1.81)

0.34 
(0.73)

Membership into COMESA PTA 
(1=member; 0 otherwise)

0.50* 
(1.93)

0.62** 
(2.19)

0.83*  
(2.03)

0.66*** 
(3.30)

Membership into COMESA FTA 
(1=member; 0 otherwise)

1.07***  
(4.18)

0.92*** 
(3.43)

0.92**  
(2.21)

0.90*** 
(4.25)

Membership into EAC CU 
(1=member; 0 otherwise)

0.14  
(0.67)

0.30 
(1.47)

0.22 
(0.65)

0.27 
(0.63)

Overlapping membership 
(1=belong to >1 RTA; 0 
otherwise)

-0.09  
(-0.50)

-0.46 
(-1.59)

-0.42 
(-0.94)

-0.43 
(-0.65)

Time - - - -

Constant 32.32***  
(16.13)

32.80*** 
(5.52)

8.38*** 
11.87*** 
(3.42) 
(4.48)

30.35*** 
(2.71)

R2 0.58 0.26 0.2720  

0.0621

Hausman Test x2 4.49

Table 5.2: Pooled ordinary least squares, random effects 
model, fixed effects model and hausman taylor model results

Source: Author’s computation
***, **, *, significant at 1, 5 and 10 per cent, respectively. Note: Figures 
in the brackets are t-statistics for Pooled OLS and FEM, and z-statistics 
for REM and HTM. Also, there are two constants for the FEM, the first 
is obtained from equation 5, and the second from equation 6.

19 The coefficient was obtained after running an OLS regression for equation 6.
20 R-squared excluding distance.
21 R-squared for equation 6.
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Empirical results and discussions

As was expected, the coefficient of distance was negative and 
significant. Thus, bilateral exports will decline with an increase in 
distance. The coefficient on distance variable was quite big (-2.72), 
meaning that of the factors considered, distance was the most important 
explanatory factor affecting Kenya’s bilateral exports.

Membership into regional economic groups, specifically COMESA 
PTA and COMESA FTA dummies, had the expected sign and were 
significant. This therefore means that Kenya’s involvement in regional 
trade is beneficial to the country as far as exports are concerned. 

Product of GDP per capita incomes for Kenya and that of its trading 
partners had the expected sign but was insignificant. This variable was 
meant to capture the importance of wealth as opposed to size, meaning 
that wealth is not important in boosting Kenya’s bilateral exports.

Absolute difference of per capita incomes for Kenya and her trading 
partners had the expected sign (-), thus rendering support to Linder 
hypothesis that if the trading partners have very pronounced income 
differences, they will tend to trade less. However, this variable was not 
significant. This could mean that per capita incomes of trading partners 
are converging as regional blocs moved to higher levels of economic 
integration. Thus, with time, countries should be able to trade more 
with each other once their per capita incomes converge. 

The relationship between population of trading partner and Kenya’s 
export flows was expected to be negative but was positive. However, the 
variable was insignificant, meaning that population is not important as 
far as Kenya’s bilateral exports are concerned. A positive relationship 
between exports and population of Kenya’s trading partner could 
suggest that the trading partners were able to absorb more exports (due 
to increased absorptive capacity).

The coefficient of EAC customs union membership was insignificant. 
This is probably because EAC customs union came into operation 
a few years ago, specifically in the year 2005. Also, partner states 
had considerably reduced trade barriers between them with the 
implementation of EAC FTA. In addition, Rwanda and Burundi have 
only joined the EAC customs union recently. The customs union 
protocol started being implemented in July 2009 after being accepted 
in EAC in July 2007.

Though belonging to more than one, RTA had negative impact on 
Kenya’s trade flows; the coefficient of overlapping membership variable 
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was insignificant. This could be attributed to the fact that Kenya trades 
more with neighbouring countries, mainly those in EAC. For example, 
in 2008, Kenya’s exports to Uganda, Tanzania and Rwanda accounted 
for about 70.2 per cent of all exports to Africa, and 33.1 per cent of 
Kenya’s total exports (Government of Kenya, 2010), Appendix 3. This 
means that low volumes went to the other COMESA and EAC countries. 
Since most of the exports went to EAC member states, which have 
the same customs union, it is possible that adverse effects associated 
with overlapping membership were reduced considerably through the 
avoidance of high costs of implementing differing and conflicting RoO.

Since all the variables except the dummies were in natural logs, they 
can be interpreted as elasticities. Therefore, a 10 per cent increase in 
transaction costs (distance) could lead to a decline of bilateral exports 
by 27.2 per cent, thus bilateral exports decrease as distance increases. 

An increase of incomes for Kenya and her trading partners by 10 
per cent would lead to an increase in Kenya’s bilateral exports by 7.8 
per cent, indicating that productive capacity of Kenya and absorptive 
capacity of trading partners are important in increasing exports. 

Involvement in RTA enhances bilateral exports. This was exemplified 
by positive coefficients for COMESA PTA and COMESA FTA dummies. 
The estimated coefficients for these two variables were quite substantial. 
Belonging to COMESA PTA increased bilateral exports by exp (0.66)-
1)=93.5 per cent, while belonging to COMESA FTA increased bilateral 
exports by exp (0.90)-1)=146 per cent. 
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6.	 Conclusion and Policy Recommendations

6.1	 Conclusion

This study examined the effects of RTAs on Kenya’s export flows 
involving countries in both COMESA and EAC. It covered the period 
1990 to 2008 so as to capture both pre- and post-FTA periods. To realize 
its objectives, a gravity model was estimated using recent panel data 
econometrics methods, which are able to take into account unobserved 
heterogeneity. In order to deal with the problem of endogeneity, HTM 
was preferred because it does not use external instruments and it is able 
to avoid the problem of lack of valid instruments. In addition, it allows 
for the estimation of time invariant variables such as distance. HTM 
was thus preferred to REM and FEM.

Distance, income and membership in regional economic blocs 
(COMESA PTA and COMESA FTA) variables were important factors 
determining Kenya’s bilateral exports. Distance variable had a very big 
elasticity (-2.72) and was very significant, meaning that exports will 
reduce with an increase in distance. Income of exporter, importer and 
COMESA membership enhanced Kenya’s exports to trading partners. 
Transition of COMESA from PTA to COMESA raised bilateral exports 
from 93.5  to 146 per cent (a 52.5 % increase). This indicates that RTAs 
are-trade creating. Though overlapping membership variable had the 
expected sign, it was insignificant, meaning that adverse effect on 
Kenya’s exports was minimal.

Econometrics results have revealed that Kenyan exports into the 
regional trading blocs are positively affected by income, and participation 
in regional trade integration is inversely affected by distance. Growth 
of incomes in trading partner states result into increased absorption 
of Kenyan exports, while growth of incomes in the domestic economy 
will boost productive capacity. Distance continues to exert negative 
influence on Kenya’s export flows. This is an indication that despite 
the advances in technology for the most part of 20th and early 21st 

century, distance and by extension close proximity to trading partners 
is still an important determinant of export flows. However, there is a 
likelihood of the importance of distance to diminish over time if there is 
substantial investment in key infrastructure such as roads, railways and 
telecommunication technologies.
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There is bilateral export enhancement for Kenya by involving herself 
in regional economic integration, especially by moving to higher levels 
of economic integration. This is clearly demonstrated by the rise in 
Kenyan exports by 52.5 per cent with the implementation of COMESA 
FTA. This can also be taken as evidence of increased intra-bloc trade 
as a result of the new wave of regionalism. Multiple memberships of 
Kenya’s trading partners’ has little adverse effects on Kenya’s bilateral 
exports. The results imply that new initiatives to merge and expand 
the existing RTAs should be pursued and supported to provide a 
larger market for Kenyan goods. Such initiatives include the proposed 
tripartite FTA (COMESA-EAC-SADC). 

6.2	 Policy Recommendations 

Whereas Kenya may not influence incomes of her trading partners, 
the country should explore and identify export opportunities in those 
countries that are experiencing high income growth, or where there 
are high prospects of income growth in the future. Kenya can increase 
productive capacity of the economy by instituting policy strategies 
aimed at reviving the economy, which is currently operating below its 
potential. This might include fast-tracking the implementation of the 
stimulus package as was proposed in the 2009/2010 budget.

As distance continues to exert negative influence on Kenya’s 
bilateral export flows, it should seriously consider trading more with 
neighbouring countries, most of whom are in the EAC. It is also 
important to improve infrastructure so at to reduce transaction costs 
associated with long distances for trade in goods, since a good number 
of member states are landlocked. Countries in the region should 
cooperate to ensure that they improve the main roads connecting them. 
Also, it is important to improve the railways and telecommunication 
sector. Viewing infrastructure as an international public good raises 
the question of how the cost of infrastructure should be shared 
between trading partners. Individual countries should come up with 
frameworks of ensuring that they upgrade key infrastructure and link 
them, like it is happening in Kenya today where roads linking Ethiopia, 
Sudan and Tanzania are already under construction. Joint efforts 
should be encouraged in instances where setting up of certain types of 
infrastructural projects is highly capital intensive.
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Conclusion and policy recommendations

Kenya should continue to be an active participant in regional 
economic integration efforts aimed at reducing trade barriers, merging 
the existing trading blocs in the region and Africa as a whole, with a 
view to expanding the market for Kenyan goods. Focus should be 
made towards moving the current RTAs to higher levels of economic 
integration, such as common market and monetary union. However, 
these integration efforts should not substitute multilateral trade 
arrangements spearheaded by the WTO under MFN principle. Further, 
multiple memberships with inconsistent RoO should be avoided as that 
can complicate production and sourcing decisions by firms. Kenya can 
also choose to remain in the EAC, where most of her exports to Africa 
go, and avoid problems of implementing more than one customs union 
protocol, which essentially raises the cost of doing business to traders.

6.3	 Areas for Further Research

Owing to lack of data, the study did not factor in trade specialization 
index as a proxy for comparative advantage. The study does not include 
NTBs, which are a major impediment to regional trade. Future studies 
can take this into account.
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Country 2000 2001 2002 2003 2004 2005 2006 2007 Total

Burundi 8.3 5.7 9.3 2.9 5.4 4.0 5.5 5.3 46.3

Kenya 448.6 622.5 667.2 710.5 810.1 974.3 735.8 952.2 5921.2

Rwanda     25 34.9 33 40 132.9

Uganda 79.2 87.2 86.0 114.7 132.0 144.3 152.3  - 795.7

Tanzania 56.7 58.6 57.1 102.4 123.8 128.9 157.8 274.6 959.8

Total 592.8 774.0 819.5 930.5 1096.3 1286.4 1084.4 1272.1 7855.9

% Share-

Kenya

0.76 0.80 0.81 0.76 0.74 0.76 0.68 0.75 0.75

Appendix 1: Intra-EAC trade (Exports in US$ million)

Source: EAC and Author’s computation (% share)

Appendix

Rank Exporter Value % Share Rank Importer Value % Share

1 Kenya 1,114.30 28.2 1 Kenya 665.8 14.6

2 Zambia 612.2 15.5 2 Zambia 515.9 11.3

3 Egypt 494.3 12.5 3 Egypt 441.1 9.7

4 Uganda 367.2 9.3 4 Uganda 428.3 9.4

5 Zimbabwe 258.6 6.5 5 Zimbabwe 394.6 8.7

6 Swaziland 191.1 4.8 6 Swaziland 312.2 6.9

7 DRC 188.1 4.8 7 DRC 312.2 6.9

8 Malawi 183.7 4.7 8 Malawi 278.5 6.1

9 Libya 153.5 3.9 9 Libya 264.9 5.8

10 Ethiopia 123.8 3.1 10 Ethiopia 213.7 4.7

11 Mauritius 75.4 1.9 11 Mauritius 175.4 3.9

12 Rwanda 50.7 1.3 12 Rwanda 140 3.1

13 Burundi 36.6 0.9 13 Burundi 122.8 2.7

14 Madagascar 31.7 0.8 14 Madagascar 120.8 2.7

15 Djibouti 31.7 0.8 15 Djibouti 108 2.4

16 Sudan 29.7 0.8 16 Sudan 26 0.6

17 Eritrea 6.3 0.2 17 Eritrea 25.5 0.6

18 Seychelles 0.7 0 18 Seychelles 4.9 0.1

19 Comoros 0.2 0 19 Comoros 2.8 0.1

 Total 3,949.90 100  Total 4,553.50 100

Appendix 2: Intra-COMESA trade (US$ millions) and % 
share for 2007

Source: COMSTAT database
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Destination 2001 2002 2003 2004 2005 2006 2007

Uganda 20.35 18.48 16.74 17.25 16.39 11.08 12.22

United Kingdom 11.1 11.6 11.75 10.43 9.09 10.85 10.48

Tanzania 9.15 8.38 7.96 8.34 7.66 7.29 8.13

Netherlands 6.71 6.51 7.72 7.96 7.04 7.83 7.98

USA 2.31 1.99 1.53 2.1 4.63 8.1 7

Pakistan 6.02 4.93 5 5.29 5.4 5.8 4.93

Sudan 1.66 1.66 2.39 2.6 2.61 4.02 4.22

Egypt 4.82 3.99 2.98 3.22 3.4 3.93 3.32

United Arab 
Emirates

3.41 1.46 1.15 1.12 1.56 1.98 3.14

Somalia 1.12 2.69 2.04 1.52 1.89 3.03 3.03

DRC 2.91 2.92 2.93 3.65 3.91 3.04 3.03

Germany 3.48 2.59 2.91 2.13 2.02 1.85 2.17

India 1.6 1.5 1.36 1.93 1.54 1.49 2.12

Rwanda 2.38 2.55 3.28 3.21 2.8 1.9 2.11

France 1.57 1.4 1.69 1.67 1.95 1.53 1.44

Ethiopia 1.46 1.17 0.89 1.03 0.97 1.46 1.25

Belgium 1.36 1.35 1.27 1.15 1.13 0.85 0.95

Italy 0.75 1.04 0.91 0.82 0.86 0.79 0.94

All other 17.84 23.79 25.48 24.5 25.15 23.31 21.54

Total exports 100 100 100 100 100 100 100

Appendix 3: Proportion of commodity exports by country, 
2001-2007 (%) 

Source: Export Promotion Council 
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